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Received: date / Accepted: date

Abstract For model-based production control and op-
timisation it is crucial to properly identify those input
variables that have the strongest influence on produc-

tion performance. This way, production operators can
focus only on the relevant variables, and production
control problems can be reduced. In order to identify

previously unknown relationships among the produc-
tion variables, hidden knowledge in historical produc-
tion data needs to be explored. In the article, two deci-

sive steps are considered. First, an input variable selec-
tion methodology, typically applied for selecting model
regressors, is applied. Next, the appropriateness of the

selected inputs and their manipulative strength is vali-
dated by an operating-space-based controllability anal-
ysis. To use the most appropriate input variable se-

lection approach, different input selection methodolo-
gies are compared with synthetic datasets. Moreover, a
case study of Tennessee Eastman process is applied to

demonstrate a complete input variable selection proce-
dure for model-based production control and optimisa-
tion.
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1 Introduction

Over the last decades, different approaches have been
considered in order to establish a modern, flexible and

cost effective industrial environment.

The process engineering community have focused in-
creasingly on plant-wide control, where structural and
strategic decisions involved in control system design are

integrated for a complete production plant [23]. The
original control problem is hierarchically decomposed
and heuristic logic is developed to keep process vari-

ability, and therefore the operational plant objectives,
within acceptable limits [7, 23, 46].

Another approach uses closed-loop control tech-
niques at the production control level. A widely adopted

solution in industry is the use of so-called Real-Time
Optimisation (RTO) [9, 20, 36]. Engell [9] defines RTO
as a model-based upper level control system that is op-

erated in a closed loop and provides set-points to the
lower-level control systems in order to maintain the pro-
cess operation as close as possible to the economic op-

timum despite disturbances and other process changes.

To establish such centralised closed-loop control and
optimisation a first-principle model of production is re-
quired. As Engell [9] has stated, steady-state models are

available for many processes nowadays, as they are used
extensively in the process design phase. However, there
are still many production processes for which physical

models are not available, and due to the overall com-
plexity of modern plants, a considerable effort is re-
quired to adequately formulate the dynamics of a pro-

cess.

On the other hand, with the rapid development
of IT technology, a vast amount of information about
current production plants is available. Often massive

databases of historical plant data are recorded, but
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a lack of solutions of how to effectively exploit this

recorded data is noticeable. Recorded data could rep-
resent a solid foundation for developing production
models while employing model identification and data-

mining methods. With a production model at hand,
concepts for production control and optimisation can be
applied in a similar manner as for process control (e.g.,

Intelligence-based Manufacturing approach [28], Holis-
tic Production Control - HPC approach [15, 54, 55]).

The main challenge of data-based production con-
trol and optimisation strategies is how to derive an ap-
propriate production model. The model has to include

enough details of the production process to reflect the
dominant dynamics for production control. The model
should be relatively simple in comparison to models

used at the process control level, yet because of the over-
all complexity and the limitations of process-testing,
this task is extremely complex.

One of the key steps of production model deriva-
tion is to identify appropriate model inputs and out-
puts. Outputs are typically selected by the production

managers in accordance with the overall objective of
production process. A more complex task is to select
appropriate model inputs. One reason is that, as Smits

et al [44] point out, “in practice many times one has
to select the relevant inputs from a possibly large set
of candidate inputs”. And the other reason is that one

has to find a compromise between two different goals.
The first one is to obtain a simple model with the best
prediction ability, and the second one is to obtain an ap-

propriate model for optimisation and control purposes.

The first goal can be addressed by employing data-

mining approaches, where the most relevant inputs need
to be selected from a large set of candidate inputs. Re-
lationships within the available data need to be discov-

ered in order to identify suitable predictors of the model
output [30]. Such input variable selection (IVS) meth-
ods select the most informative inputs but this does not

guarantee that the selected set of variables also have the
strongest manipulative effects.

The second goal could be pursued by the application
of the classical control system design approach. The
main inputs are typically selected on the basis of differ-

ent selection criteria [52], i.e.: accessability, state con-
trollability and state observability, IO controllability,
efficiency of manipulation and estimation, robust stabil-

ity and robust performance. However, such an approach
is based on the detailed analysis of the controlled pro-
cess, which is hardly possible in a production environ-

ment with a huge number of interdependent variables,
and where first principle models are not available. Also,
to make it useful for plantwide systems, where only em-

pirical models based on process data are available, some

extensions are required. For this scope, it would be use-

ful to extend the operating-space-based controllability
analysis presented by Georgakis et al [14].

In this article a new input variable selection ap-
proach appropriate for model-based production control

and optimisation is suggested. The approach is based
solely on the analysis of historical process data and
combines both of the aforementioned approaches. The

novelty of approach is characterised by IVS method-
ology used as a prefilter step, and a newly proposed
data-based controllability analysis which is applied to

gain some extra knowledge about the appropriateness
of the selected inputs for control tasks.

The paper is organised as follows. In Section 2, the

case-study is introduced and problem addressed in the
article is exposed. In Section 3, a review of the IVS
methods is presented. Moreover, synthetic datasets are

used to compare the performance of some IVS methods
and to select the most useful ones. A short overview of
the IO controllability measures is presented in Section

4. A special focus is given to the space-based method-
ology, which is extended in order to be successfully ap-
plied to model-based production control and optimisa-

tion. Concluding remarks are given in Section 5.

2 Problem illustration by a case study

The problem of selecting the most relevant manipulat-
ing variables is common to different model-based pro-

duction control and optimisation concepts. To illustrate
the problem more practically, a problem definition will
be given in the frame of the Holistic Production Con-

trol (HPC) of the well known Tennessee Eastman (TE)
benchmark process [8]. Although this article is focused
on a specific problem, the presented approach can still

be viewed more generally and can be easily extended to
other model-based production control and optimisation
concepts.

The idea of HPC concept was first introduced by

Zorzut et al [54, 55]. The concept was further developed
by Glavan et al [15], where main design steps were dis-
cussed and demonstrated on the TE case study. In these

articles, the selection of the most important manipula-
tive variables was recognised as one of the crucial HPC
design problems. Though, it was not yet adequately ad-

dressed there. The success of the HPC realisation signif-
icantly depends on the reasonable compromise between
the reduction of the optimisation problem and consid-

eration of the proper set of manipulative variables.
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2.1 Brief introduction of the Holistic Production

Control concept

The HPC concept [15, 54, 55] is based on the assump-
tion that for certain classes of production it is possible

to control and optimise the production process with the
aid of a simplified empirical model. The HPC concept
is schematically shown in Fig. 1. The production pro-

cess block covers the overall production process, includ-
ing the stabilising process control level. The input vari-
ables of production comprise reference values for pro-

cess control loops (Ku) and/or other manipulative vari-
ables not used within stabilisation loops, and measured
disturbances (d). In order to reduce the burden of high

dimensional production data and to extract only the
current business-related status of the process, produc-
tion Performance Indicators (pPI) are considered. The

idea of performance measures is widely applied to assess
the objectives within a production process [3, 13, 35].
Production performance indicators (K) are calculated

on-line from the process measurements and aggregate
different production variables (y).

Fig. 1: Concept of holistic production control.

Model-based control and optimisation of the pPIs is
considered within the HPC concept to achieve business-
level goals. An appropriate model describing the behav-

ior of the process projected on pPIs is required (the pPI
model) and it is expected to be derived from the his-
torical process data. Based on current pPIs values K,

the predicted model outputs K|M and the reference
values K∗ (i.e. planned business goals), the Production
controller & Optimiser determines the appropriate ma-

nipulative values Ku and thus supports the production
manager. Such control of pPIs would represent a de-
cision support system able to help the manager to de-

termine the appropriate corrections of process inputs in

order to realise demands from the business control level

and to optimise the production process.

2.2 Tennessee Eastman benchmark process

The TE benchmark process was introduced by Downs
and Vogel [8] as a model of a real chemical produc-
tion process. The model represents a test problem for

researchers to experiment with different control-related
solutions. As shown in Fig. 2, the process consists of five
major units: a chemical reactor, a product condenser, a

vapor-liquid separator, a product stripper and a recycle
compressor. Four reactants (A, C, D, E) and an inert
component (B) enter the process, where four exother-

mic, irreversible reactions result in two products (G,
H) and one byproduct (F). The process products leave
the process through stream 11, where they are sepa-

rated in a downstream refining section. The production
process has 41 measured variables (y) and 12 different
manipulative variables (u).

Fig. 2: Production scheme of the Tennessee Eastman
process.

A specific combination of the production rate
and/or the product mix are usually demanded by the

market or some capacity limitations. Therefore, six typ-
ical operational modes (see Tab. 1) are defined.

Table 1: List of the Tennessee Eastman production
modes defined by Downs and Vogel [8].

mode G/H mass ratio Production rate (stream 11)

1 50/50 14076kg/h (22.9m3/h)
2 10/90 14077kg/h (22.8m3/h)
3 90/10 11111kg/h (18.1m3/h)
4 50/50 maximum
5 10/90 maximum
6 90/10 maximum
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2.3 Definition of pPIs

The first step to derive a production model for HPC is
to define the pPIs. Selected pPIs should be defined in

accordance with the production’s economic objectives,
where production efficiency is aggregated from a vast
amount of available process measurements.

As the first pPI, an estimation of the production
Cost is selected. The formulation of the cost function
was introduced by the authors of the TE model [8].

The costs are calculated from the process measurements
in units of $/h and are formulated as shown in (1).
The first row of the equation evaluates the costs of the

compressor work and steam expenses, while the other
rows evaluate the loss of the components leaving the
process with the product and purge.

Cost =0.0318 · y19 + 0.0536 · y20+

0.0921 · y17

[
22.06 · y37 + 14.56 · y38 + 17.89 · y39

]
+

0.04479 · y10

[
2.209 · y29 + 6.177 · y31 + 22.06 · y32+

14.56 · y33 + 17.89 · y34 + 30.44 · y35 + 22.94 · y36

]
(1)

Next, we want to express the productivity of the
process. The definition of this PI is quite straightfor-
ward, as the quantity of product leaving the process is

directly measured (Production = y17). Since the prod-
uct quality can be viewed as a desired mass ratio be-
tween the two final products (G and H), an indicator
for the process quality can also be directly derived from

the process measurements (Quality = y40).

2.4 Manipulative variables

The TE process is a highly unstable system and without
low-level process control it exceeds the process safety

limits and automatically shuts down within an hour.
We used the system that was stabilised with the low-
level control presented in the work of Larsson et al [24],

where nine outputs are controlled with cascade loops.

A few changes to the original low-level control were
needed, in order to realise HPC concept [15]. As Pro-

duction and Quality were already controlled, the pro-
duction rate and Product ratio loops were removed and
two new manipulative variables were defined (i.e., Fp

and r2). In this way the control of the Quality and Pro-
duction was intentionally moved out from the process
level. However, they will be controlled at the produc-

tion level, where the HPC is realised. The TE process
with a modified low-level control has 9 manipulative
variables, which represent setpoint adjustments to the

low level control loops as shown in Tab. 2.

Table 2: Process manipulative variables.

notation Controlled variable setpoints

Fp Production rate index
R2 Striper level
R3 Separator level
R4 Reactor level
R5 Reactor pressure
R7 % C in purge
R8 Recycle rate
R9 Reactor temperature
r2 D/E feed rates

2.5 Problem statement

The presented case study is a relatively simple exam-
ple of the model-based production control and optimi-
sation problem. On the one hand there are three main

business objectives expressed as pPIs (Cost, Production
and Quality). On the other hand, there are many dif-
ferent manipulative variables (see Tab. 2) which should

be modified to influence the observed pPIs.

To simplify the pPI model structure and to reduce
the optimisation problem, only the manipulative inputs
with the greatest impact on the selected pPIs have to

be determined. Due to lack of information about the
internal relations of the production variables, there are
no clear answers, which manipulative inputs should be

selected. Moreover, in a real production scenario it is
reasonable to expect an even broader set of candidate
variables.

The following sections suggest how to extract the

valuable information from the historical production
data in order to solve the presented variable selection
problem.

3 Input variable selection methods

Progress made in sensor technology and data manage-

ment allows us to gather data sets of ever increasing
sizes. Therefore, the most natural way would be to em-
ploy data-mining methods (e.g. [6, 39]). Data-mining

methodology to identify relevant manipulative variables
is known as Input Variable Selection (IVS) and is widely
adopted in the field of empirical modelling.

3.1 Literature overview

IVS represents an important step in the model iden-
tification procedure. A useful subset of original inputs
should be selected with consideration given to the iden-

tified relationship within the available data. As Guyon
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and Elisseeff [16] have pointed out, the main benefits of

the prior reduction of inputs are improvement of predic-
tion performance, better understanding of the system
and a more cost effective model (faster training and

predicting).

If the predictors of the model output are under-
specified, selected variables do not fully describe the

observed behavior. On the other hand if the input set
consists of irrelevant or redundant input variables, with
little or no predictive power, the size of the model is in-

creased, data processing time is increased, and insignif-
icant information is added. It is obvious that with an
appropriate input variable selection the model is sim-

plified, model accuracy is enhanced and the curse of
dimensionality is eliminated.

As presented in the reviews of the IVS approaches
[1, 16, 21, 30], selection algorithms can be broadly
grouped into three classes: filter, wrapper or embedded

algorithms.

The filter approach separates the IVS step and the
learning of the final prediction model [1]. Filters are

independent of the applied modelling methodology, as
irrelevant inputs are filtered out before the final model
training begins. Such input analysis is mainly based on

the statistical tests, properties of the functions and on
the use of a simple model.

On the other hand, the wrapper methodology em-
ploys the prediction of a given learning machine to as-
sess the relative usefulness of variable subsets [16]. Here,

input selection is treated as a means to optimise the
model structure, where either all or a subset of the
possible input sets are compared. The input set that

yields the optimal generalisation performance of the
calibrated model is selected.

Embedded methods directly incorporate variable se-
lection as a part of the model training process. During
training, the irrelevant and redundant input variables

are progressively removed (e.g., regularisation, prun-
ing). Compared to the wrapper methods, the compu-
tational complexity is reduced, as the retraining of a

predictor for every investigated subset can be avoided
and only a single model is trained.

Wrapper and filter methods share four main steps

[19, 30]: generation of candidate subsets, subset eval-
uation and selection, stopping criteria and final model
validation. An optimal solution can be reached by eval-

uating all the possible subsets. The number of possible
subsets selected from a set of d potential variables is
(2d−1). As the exhaustive search is computationally in-

feasible in high-dimensional problems, computationally
more efficient input selection strategies are required.
Heuristic search or stepwise algorithms (forward selec-

tion, backward elimination or their combination) are

widely applied to decrease the computational burden.

In the next step, every candidate subset is evaluated
against some criterion to measure their informativeness
and when the stopping criteria is met, the tested input

subset is selected.

It should be noted that for systems with dynami-
cal characteristics, the IVS problem is additionally aug-
mented by the selection of the proper time-delayed re-

gressors of the inputs. Usually the maximum antici-
pated order of the system is defined in advance, and
appropriate regressors are included in the IVS proce-

dure. The complexity of the IVS procedure is therefore
enlarged, as the number of potential inputs can quickly
increase.

3.2 Input variable selection for model-based

production control and optimisation

In this article, we will focus on some of the IVS methods
from the literature, which can be employed to rank the

candidate inputs. The drawback of such an approach is
that the k-most relevant variables do not strictly yield
an optimal model [30]. However, for closed-loop control

and optimisation, priority can be given to the evalu-
ation of the manipulative effects of the tested inputs,
rather than to find the final model with optimal gener-

alisation capabilities.

The following paragraphs provide a brief overview of
the methods outlined in the literature, which are tested
and compared in this article.

One of the most widely used IVS methods is in-

put variable ranking based on the linear Pearson’s cor-
relation coefficient (Corr.) [30]. To exclude redundant
inputs a partial correlation measure (Part. corr.) was

proposed, as it is able to indicate the relationship be-
tween two variables while excluding the effect of other
variables [30]. A forward selection approach is adopted

for partial correlation to exclude inputs correlated to
already selected input set.

Distance correlation (dCorr), also called Brownian
distance covariance, was introduced by Székely et al

[49] as a true statistical dependence measure between
two random variables in arbitrary dimension. Unlike
the Pearson’s correlation criterion, where only linear

relationships between two variables are considered, a
distance correlation indicates true independence.

Mutual information (MI) dependence measure takes
into account the probabilistic distribution of variables.

MI is based on information theory and the notion of
Shannon entropy [40] and is sensitive also to nonlinear
statistical dependencies. In this article a solution from

TIM toolbox [38] was used, where k -nearest neighbours
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statistics is used [22]. To measure the information be-

tween two observations that is not contained in a third
one, a Partial mutual information (PMI) was proposed.
Again TIM toolbox [38] was used, where k-th nearest

neighbour statistics has been generalised to directly es-
timate a PMI as shown in [12].

Gamma test (GT) employs k-th nearest neighbours
measures to provide an estimate of the model’s out-
put variance that cannot be accounted for by a smooth

data model. The method was introduced by Stefánsson
et al [45] and later formally mathematically justified by
Evans and Jones [10].

The idea of using the statistical Analysis of Variance
(ANOVA) to select appropriate regressors in dynami-

cal systems was intensively studied by Lind and Ljung,
e.g. [26]. The N-way ANOVA method from Statistical
toolbox of Matlab [29] was used in this article.

The Variable Importance in Projection (PLS VIP)

measure is often applied to assess how important the
candidate variables are for the projections, in order to
find latent variables in Partial Least Squares (PLS) re-

gression [5]. PLS regression was evaluated with the NI-
PALS algorithm and the optimal number of latent vari-
ables was determined by k-fold cross validation. VIP

scores were then applied to rank all the inputs.

Non-negative Garrote (NNGarr.) introduced by

Breiman [2], where a regularised solution of least square
estimate is sought. The method tends to eliminate some
of the variables, while parameters of others are reduced.

In this article, k-fold cross validation has been applied
to determine the optimal design parameter and the re-
gression parameters of the final model have been used

to rank the predicted importance of the inputs.

Tibshirani [50] has introduced a method called Least

Absolute Shrinkage and Selection Operator (LASSO).
Again, a regularised solution to the least square prob-
lem is sought. Free design parameter has been deter-

mined with a k-fold cross validation and again the re-
gression parameters are used to rank the inputs.

Another considered method is input sensitivity anal-
ysis of trained neural model (SA). Here, a weight de-

cay regularisation is adopted [18]. This way, redundant
weights are decayed during model training and irrel-
evant inputs are progressively suppressed. When the

model is fully trained, a simple input sensitivity anal-
ysis of the neural model [33] is applied to determine
the influence of each individual input on the model’s

prediction.

Li and Peng [25] have presented a pre-filter method

to distinguish the most influential inputs for non-
linear regression modelling. To decrease the compu-
tational complexity of training, the nonlinear-in-the-

parameter model was substituted with the polyno-

mial non-linear regression model which is linear-in-the-

parameters (LIP). To identify only the significant non-
linear input terms an iterative algorithm was intro-
duced [25] for explicitly computing the contribution of

each candidate to the final cost function.

3.3 Comparison of the IVS methods on the data sets

with known attributes

In this section, the input ranking methods presented in

3.2 are validated on the synthetic datasets taken from
the IVS literature (see Tab. 3). The aim of the com-
parison is to find the most appropriate methods for se-

lecting inputs when designing model-based production
control and optimisation. Synthetic problems are used,
as the underlaying structure of the model is known and

therefore the IVS results can be evaluated.

3.3.1 Data sets with known attributes

Properties of the data sets are given in Tab. 3 and the

underlaying model structures are shown in Eq. (2–11).

y = 10 sin(πx1x2) + 20(x3 − 0.5)
2
+ 10x4 + 5x5 + e (2)

y =
sin(

√
x2
1 + x2

2)√
x2
1 + x2

2

+ e (3)

y(k) = 0.3y(k − 1) − 0.6y(k − 4) − 0.5y(k − 9) + e(k) (4)

y(k) = 2e
−0.1y(k−1)2

y(k − 1) − e
−0.1y(k−1)2

y(k − 2) + e(k) (5)

y(k) =

{
−2y(k − 1) + e(k) if y(k − 1) < 0
0.4y(k − 1) + e(k) if y(k − 1) ≥ 0

(6)

y(k) =

{
−0.5y(k − 6) + 0.5y(k − 10) + 0.1e(k) if y(k − 6) ≤ 0

0.8y(k − 10) + 0.1e(k) if y(k − 6) > 0

(7)

y(k) = 0.3y(k − 1) + 0.6y(k − 2) + 0.6 sin(πx(k − 1))+
0.3 sin(3πx(k − 1)) + 0.1 sin(5πx(k − 1)) + e(k)

(8)

y(k) = sin(2.3x(k)x(k − 2)) + e
x(k) − x(k − 2)

5/2
+ y(k − 1) (9)

y0(k) =
−2x(k−2)x(k−3)

y(k−1)
+ e(−x(k−1)y(k−1)) − x(k − 3)2

y(k) = y0(k) + e(k)
(10)

y(k) =
y(k − 1)y(k − 2)(y(k − 1) + 2.5)

1 + y(k − 1)2 + y(k − 2)2
+ x(k − 1) + e(k) (11)

The regression vector, where all considered variables
are included is defined as:

X = [y(k − 1) . . . y(k − na), x1(k) . . . x1(k − nb + 1),

. . . , xnx(k) . . . xnx(k − nb + 1)] (12)

where na and nb denote the number of delayed inputs
and outputs included in the regression vector and nx

refers to the number of all potential inputs.

The first set of examples (Eq. 2–3) are static func-
tions, the next four examples (Eq. 4–7) are time-series
models, while the last set of problems (Eq. 8–11) illus-

trate dynamical systems with exogenous inputs.
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Table 3: Properties of the experiments

id eq. samples nx na nb source

1 (2) 500 15 0 1 [11]
2 (3) 500 15 0 1 [31]

3 (4) 400 0 15 0 [11, 41]
4 (5) 3000 0 8 0 [4, 27]
5 (6) 3000 0 8 0 [4, 27]
6 (7) 400 0 15 0 [41]

7 (8) 1000 1 5 5 [32, 47]
8 (9) 300 1 4 4 [42]
9 (10) 300 1 5 5 [42]
10 (11) 1000 1 5 5 [32, 47]

All inputs [x1 . . . xnx ] and additive noise e are ini-

tialised randomly with uniform (experiments 1 and 7)
or gaussian distribution – N(0, 1) (other experiments).
Apart from experiment 9, where the noise distribution

is N(0, 0.1|y0|) and output y is limited to [−1, 3]. Prior
to any input selection, all data were standardised, where
each variable was divided by its standard deviation af-

ter mean centering.

3.3.2 Evaluation of the IVS methods

For each problem 50 different datasets were generated,

and for each dataset the IVS procedure was employed.
To enable direct comparison of the methods, IVS scores
for each method have been scaled to achieve a unit sum

of the scores for all candidate inputs.
Some of the tested methods implement the iterative

forward selection strategy, where in each iteration the

variable with the highest score is selected. This way the
decisive scores do not strictly descend as the selection
progresses. Thus, to properly rank the importance of

the inputs and to preserve the order of the selection,
in this case the following correction of the scores is em-
ployed:

Kn =

{
1

1
Kn−1

+ 1
Sn

if Sn ̸= 0 ∨Kn−1 ̸= 0

0 otherwise
(13)

Index n indicates the consecutive selection round

and is limited to the number of the input variables.
With (13) the maximal input score in n-th selection
round (Sn) is corrected, that the equivalent modified

score (Kn) is less than the modified score of the variable
selected in the previous step (Kn−1).

To evaluate the performance of different IVS meth-

ods, a confusion matrix based measure has been ap-
plied, as presented in [5]. The adopted confusion ma-
trix is shown in Tab. 4, where a is the number of cor-

rectly classified irrelevant inputs, b is the number of

incorrectly classified irrelevant inputs; c and d similarly

refer to relevant inputs. Next, we define sensitivity as
the proportion of selected relevant predictors among
relevant predictors (Sensitivity = d

c+d ) and specificity

as the proportion of unselected irrelevant predictors
among irrelevant predictors (Specificity = a

a+b ). The
geometric mean of sensitivity and specificity defines the

adopted performance measure [5]:

G =
√
Sensitivity · Specificity (14)

The value of G ranges from 0 to 1, where aG close to

1 indicates that most predictors are classified correctly.
The disadvantage of such a performance measure is

the assumption that the number of true inputs is known

in advance. This is almost never true in real scenarios,
where it is often hard to resolve when to stop with the
selection of important variables. Typical stopping crite-

ria varies by the applied IVS algorithm. It is common to
simply select k-most important variables; to define the
threshold for the obtained score; to use cross-validation

methods; or to simply compare the differences among
the scores.

As this article only focuses on the ranking capabili-

ties of the methods and no specific stopping criteria are
considered, we introduce another performance measure
to point out how the methods are able to disregard the

irrelevant inputs. In this criterion the sum of the IVS
scores for the irrelevant inputs is compared to the total
sum of the scores for all inputs:

H = (1−
∑

i∈{irr. inputs}

Si/
∑

i∈{all inputs}

Si) (15)

where Si refers to the score for the i-th input. Values

of H close to 1 indicate distinctive results, where the
method was able to suppress the influence of irrelevant
inputs.

3.3.3 Comments on the results

An evaluation of the variable selection results for the
tested synthetic problems is presented in Tab. 5 and 6

for performance measure of G and H, respectively.
In the first static problem (2) the detection of inputs

x3, x4 and also x5, which contribute the most to the

overall function dynamics, can be distinguished using
any method. All except the LASSO method had prob-
lems to recognise inputs x1 and x2, which are clearly

close to the noise threshold. On the other hand, the sec-
ond static problem is a highly non-linear function, with
a small signal-to-noise ratio. Only the LIP method and

dCorr were able to clearly detect both correct inputs
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Table 4: Confusion matrix of the classes, where a, b, c and d indicate the number of elements in each class.

Predicted classes
Irrelevant predictor Relevant predictor

True classes
Irrelevant predictor a b
Relevant predictor c d

undoubtedly, while other methods struggled to point

out any of the inputs.

Most of the tested methods performed well in the
time-series problems. In general, the methods, which

were able to distinguish collinearity among the candi-
date variables (forward selection methods, regularisa-
tion methods), have clearly pointed out the true time

delayed regressors. Similar conclusions can also be ob-
served in the dynamical experiments with exogenous
inputs, where the detection of collinearity among the

timed delayed inputs and outputs is crucial.

The superiority of the regularisation methods is de-
termined when indicator H is considered (see Tab. 6).

These methods tend to completely remove the influ-
ence of the remaining inputs, therefore the considered
performance indicator clearly favors their results. The

same goes for the LIP method, which successfully ne-
glects the irrelevant inputs. On the other hand, from
the results of some methods it was hard to distinguish

the exact threshold between important variables and
those with no impact (e.g., GT, ANOVA).

On the basis of the presented IVS experiments, no
particular method is superior for all of the problems.

Some methods gave more accurate and unambiguous
results for some experiments, while other methods gave
better results for other experiments. Therefore, vari-

able selection should be based on the consideration of
different methods and the important inputs should be
selected, when one notices consistent results among the

methods. In the presented case study we will there-
fore consider the results of the methods which gave the
most clear and exact results: Part. corr., pMI, LIP, SA,

NNGarr. and LASSO.

3.4 Case study: selection of input variables

As already pointed out, the idea behind the input re-
duction is to minimise the model-based control and

optimisation problem on one hand, and to preserve
enough manipulative power with respect to the con-
trolled pPIs, on the other hand.

IVS methods, which were identified as the most suit-
able in the previous section, were employed on the char-
acteristic production dataset of the TE case study. At

the end, the inputs that have been shown to be the most

influential by the concurrence of different methodolo-

gies are selected.

To remove the scores corresponding to irrelevant in-
puts, a simple stopping criteria was applied. The ad-

ditional random input (probe) was added to the IVS
procedure. Scores smaller than the probe’s score were
excluded form the selection and the average of the re-

maining scores and their distributions over different
IVS methods were examined in order to select the most
influential inputs for each of the observed pPIs, as rep-

resented in Fig. 3.

Note, that delayed regressors of the inputs are in-
cluded in the IVS procedure to consider the process

dynamics (nb = 3). But, as only the most informative
input is sought, the average score for each of the inputs
is displayed.

While considering Figures 3b and 3c, the inputs

Fp and r2 should be selected as the inputs with the
strongest influence on Production and Quality. On the
other hand, selection of the inputs which have a strong

influence on Cost has shown to be a more demanding
task, as none of the inputs clearly outperformed the
others (see Fig. 3a). Besides the already selected inputs

Fp and r2, which also have a strong influence on the
Cost pPI, the inputs R4, R7, R9 are additionally se-
lected as they achieved the highest scores from the IVS

methods.

4 IO controllability analysis for model-based
production control and optimisation

The main purpose of the IVS methods is to identify pre-
dictors of the model output, which yields improvement
of the model prediction. Irrelevant, noisy and redun-
dant inputs are discarded from the model and only the

most informative (explanatory) variables are taken into
account.

If we use such an approach for the identification of

the most influential control inputs, an assumption is
made that the most informative manipulative variables
have the strongest influence on the controlled variables.

But from the view of control-design this is often not
enough, as there is no guarantee that the selected set
of inputs is sufficient to cover the desired output range.

Strict physical limitations of the variable could severely
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(a) Cost (b) Production (c) Quality

Fig. 3: Variable selection with consideration to different IVS methodologies.

limit its manipulative effects on production and also

disturbances can additionally limit the accessible out-
put range.

The controllability of the process should be consid-
ered to verify the adequate manipulation power of the

selected set of inputs and to examine the expected con-
trol performance of the system.

4.1 IO controllability measures

Input-output controllability is defined as the process
ability to achieve an acceptable control performance

[43]. That is, being able to keep the outputs within
specified bounds or displacements from their reference
values in spite of the unknown but bounded variations

(e.g., disturbances and plant changes), using the avail-
able inputs and measurements of outputs and distur-
bances.

IO controllability measures can generally be classi-
fied into the linear-model-based and nonlinear-model-

based approaches [53]. Linear measures (like relative
gain array (RGA), the conditional number and singular
value decomposition based measures) were commonly

applied in the literature (see reviews [43, 52]). But in
the last decade, nonlinear methods are also being in-
tensively studied. Analytical nonlinear methods focus

on the search for the unstable zero dynamics, which
limit the perfect control [53]. In contrast to the lin-
ear case, where right half plane (RHP) transmission ze-

ros cause an unstable inverse, unstable zero dynamics
represent the limitations for nonlinear models. Another
class of nonlinear controllability methods are optimisa-

tion based methods, which can analyse controllability
more broadly. With these methodologies, process de-
sign and controllability analysis can be integrated into

one optimisation problem. The problem is formulated
as a mathematical superstructure capable of respecting
a dynamic operability, model uncertainty and synthe-

sise optimal controllers at the same time [53].

But in regards to the model-based production con-

trol and optimisation procedure, only the IO control-
lability of the selected subset of manipulative vari-
ables should be confirmed. In this scope, an interest-

ing operating-space-based method was introduced by
Vinson and Georgakis [51], where steady-state control-
lability is measured directly as the geometrical compar-

ison between the achievable and desired output spaces.
Their work was also further extended on dynamical
analysis and for non-square systems [14]. The main idea

of their method is presented in the following section and
an extension of this concept for model-based control
and optimisation is presented in Section 4.3.

4.2 Operating-space-based controllability measure

The operating-space-based controllability measure, pre-
sented by Vinson and Georgakis [51], enables one to in-
spect the ability of the process to reach the full range of

the desired output values, within the limited range of
process inputs and under the presence of the expected
process disturbances.

The available input space (AIS) is defined as the

set of values that input variables can take. The space is
limited by the operating range of input variables, due
to process design and equipment limitations. The idea

of the method is to find a geometric representation of
the achievable operating region, named as achievable
output space (AOS). The relative coverage of the AOS

and expected operating region (desired output space
– DOS), is defined as the output controllability index
(OCI). Similarly, the effect of the expected disturbance

space on the AOS can be considered.

To extend the controllability methodologies to
plantwide systems, achievable production output space
(APOS) was defined by Subramanian and Georgakis

[48]. With this, the dimension of the AOS is reduced,
since APOS is connected only with the operating region
of the exogenous (external) output variables related to

production and discards endogenous (internal) outputs.
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Operating-space-based controllability analysis can

help to identify the design limitations of the plant. All
active constraints of process states and inputs can be
observed from the boundary points of the APOS space.

Different control structures can be tested and the anal-
ysis can help to distinguish between several plant de-
signs. Moreover, potential disturbances can be included

in the analysis to evaluate how much of the APOS will
still be achievable under active disturbances.

4.3 Operating-space-based controllability analysis for

model-based production control and optimisation

Controllability measures typically employ detailed first
principles models to analyse and compare different pro-
cess structures. But, while designing model-based pro-

duction control and optimisation, our knowledge of the
process dynamics is usually severely limited. An empir-
ical model needs to be identified from historical process

data, as often only such process knowledge is available
in order to study the controllability properties of the
system.

Let us look at the controllability problem from the
stand point of the Model Predictive Control (MPC),
which is a natural candidate to be applied at the pro-

duction control level. When we are using empirical
models for MPC, we should be aware of the model ex-
trapolation limits and that the quality of the results

directly depends on the quality of the applied empiri-
cal model. Similar problems and limitations arise when
controllability analysis is applied to the empirical mod-

els. Therefore, we should note that one should base deci-
sive conclusions on the results gained inside the model’s
validity. Limited exploration of the output space should

be performed, where the inputs are used within the
boundaries of the model-training signal.

Operating-space-based controllability analysis can

also be viewed as the prior exploration of the com-
plete process knowledge, incorporated in the model, to
be used for MPC. An additional benefit of such anal-

ysis is to gain some prior information on what could
be expected from the predictive control with the tested
model and the selected combination of the inputs and

outputs.

Due to the nature of controlled or optimised vari-

ables (y), controllability analysis should be studied sep-
arately for setpoint-controlled (yS) and minimisation-
oriented (optimised) variables (yM):

y = [yS,yM]T

yS = [yS1, yS2, . . . , ySn]
T

yM = [yM1, yM2, . . . , yMm]T
(16)

where n and m refers to the number of the setpoint-

controlled and minimisation-oriented variables, respec-
tively.

4.3.1 Controllability analysis of setpoint-controlled

variables

To evaluate the Achievable Output Space (AOS) of the

setpoint-controlled variables (yS) we need to examine
the achievable borders of each yS, under the limitations
of the available input space and disturbances. Finally,

AOS can then be constructed as the space divided by
these achievable borders, as it is shown in Fig. 4 for two
setpoint-controlled variables.

Fig. 4: Achievable output space of two setpoint-

controlled variables (ySi and ySj), defined as the inter-
section of the their achievable lower and upper bound-
aries.

The lower (YSi) and upper (YSi) boundaries of

the achievable output space for i-th setpoint-controlled
variable can be obtained from the optimisation problem
solved for each variable (for ∀i ∈ {1, . . . , n}):

YSi = min
u

yssSi and YSi = max
u

yssSi

subject to c(u,d) ≤ 0

and for ∀yssSj ∈ Õj (j ̸= i) and ∀d ∈ D

(17)

Here yssSi indicates a steady-state response of the em-

pirical production model y = g(u,d) for the i-th con-
trolled variable, where u, y, d represent the input,
output and disturbance vectors, respectively. The op-

timisation problem (17) is solved over the expected
output space Õj for the remaining setpoint-controlled
variables and over the expected disturbance space D.

The optimisation problem is also subjected to the pro-
cess constraints for manipulative variables and distur-
bances c(u,d) ≤ 0. Note, that these constraints should

reflect the physical process limitations. But, since the
presented analysis is limited by the validity of the anal-
ysed model, the limitations of the model training data

should be applied. From the control point of view, it
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is expected that training data should cover the area of

interest, where the model is expected to operate and,
if a model with broader validity can be acquired, the
controllability analysis should be repeated.

The AOS, defined as the space limited by the lower

and upper boundaries of the different set-point con-
trolled variables, can be compared to our expectations
represented by the desired output space (DOS). Each

output range is compared to the range that is expected
to be covered within the production control and op-
timisation. From this comparison it can be concluded

whether or not the physical boundaries of a particu-
lar input should be extended or, if this is impossible, a
different set of inputs should be considered.

4.3.2 Controllability analysis of minimisation-oriented

variables

In the next step, the controllability analysis for the

minimisation-oriented variables is investigated. The
definition of the desired production space as the space
between two boundaries has no purpose for these vari-

ables. Only the lowest achievable value should be iden-
tified. The optimisation problem (18) has to be solved
over the achievable output space of setpoint-controlled

variables O and the disturbance space D.

∀i ∈ {1, . . . ,m} : YMi = min
u

yssMi

subject to c(u,d) ≤ 0
and for ∀yssS ∈ O in ∀d ∈ D

(18)

The achievable minimisation boundary for each
minimisation-oriented variable is evaluated, while ma-

nipulating the process with the tested set of inputs. The
achievable lower boundary YMi should answer whether
the input constraints are sufficient or whether they sig-

nificantly limit the minimisation of the tested variable.

An additional test should be performed to point out
what contribution each manipulative variable has on
the minimisation of the controlled variable. For each

tested input, the lower boundary of the minimisation-
oriented variable is compared with the achievable lower
boundary, when the tested input is excluded from the

process manipulation. The tested input is excluded
from the control and set constant to its optimal value,
which is defined as the mean of its optimal values from

the minimisation problem (18). This way the manipula-
tive contribution of the input uk to the output variable
minimisation can be defined as:

δYk
Mi = YMi(uk=fixed)

−YMi (19)

With δYk
Mi we can evaluate if the contribution of

k-th input has enough of a manipulation effect on the
minimisation of the tested controlled variable. If this
is not possible, another input or combination of inputs

should be considered to minimise this controlled vari-
able.

4.4 Case study: controllability analysis of the selected
inputs

From the IVS analysis of the presented case study (see
Section 3.4) it follows, that inputs Fp, R4, R7 R9 and r2
should be selected as the most influential manipulative

variables to control considered pPIs (Cost, Production,
Quality). In order to additionally verify the manipu-
lation effects of these input variables, the operating-

space-based controllability analysis can be performed.
Neural network regression is applied to identify a

pPI model from the historical process data. To assist

the identification process, the Neural Network System
Identification NNSYSID toolbox for Matlab [34] was
used in our case. A dynamical NARXmodel with a feed-

forward neural structure was identified for each output.
Each network was trained on the representative train-
ing data set with the Levenberg-Marquadt algorithm.

Different neural models with alternate topologies were
trained and all of the identified neural networks were
pruned with the OBS algorithm [17] in order to max-

imise the generalisation capabilities of the models. In
the next step, the identified networks were tested us-
ing input data sets not used in the training process.

The network with the best performance on the 5-step
ahead prediction and simulation response was selected
for each pPI. The applied modelling procedure was rep-
resented more broadly by Glavan et al [15].

Since the presented controllability analysis is limited
only to a steady state, long term responses of the neural
model are observed. As the constraints of the process

we have applied the boundaries of the training signals in
order to limit the extrapolation of the model knowledge
in the controllability analysis.

4.4.1 Setpoint-controlled pPIs

The results of the optimisation problem defined with
the eq. (17) defines the boundaries of the AOS space

for setpoint-controlled pPIs – Production and Quality.
The resulting AOS for setpoint-controlled pPIs is shown
in Fig. 5.

From the figure it can be concluded that the pre-
dicted achievable output space for setpoint-controlled
variables meets our expectations as they include all of

the expected production modes. Therefore, the selected
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inputs and their limitations are recognised as sufficient

to cover setpoint-controlled output space of our inter-
est.

Note, that TE process modes 4–6 do not exactly

specify the Production rates and only specify maxi-
mum achievable rates. Therefore, the optimal values
published by Ricker [37] are adopted. Ricker’s values

result from the TE process optimisation problem and
represent the optimal steady-state conditions for all of
the production rates.

Fig. 5: Achievable production space for setpoint-
controlled pPIs (modes indicated with * correspond to

the mode values published in [37]).

4.4.2 Minimisation-oriented pPIs

In the next step, controllability analysis is performed
for the minimisation-oriented pPI – Cost. The optimi-

sation problem (18) rendered the lower boundary of the
achievable space shown in Fig. 6. Note that the qual-
ity definition follows the literature, where it is defined

as the percentage ratio of the two products leaving the
process. The indicator’s name can be misleading, as this
is not the quality in the traditional sense. This can be

confusing when interpreting the obtained results, as a
higher quality percentage yields lower cost values.

Additional information can be gained from the anal-

ysis of the optimal manipulative variables (uopt), cal-
culated while exploring the lower Cost boundary. Per-
centages of the region where a manipulative variable has

saturated are represented in Tab. 7. It can be observed
that saturation of the variable R4 severely limits the op-
timal performance and it is expected that if this lower

boundary could be extended over a wider area, better
Cost results could be achieved. But if we would like to
extend the analysis, the constraints of the manipulative

variables should be extended and a new model valid on

Fig. 6: Lower boundary for minimisation-oriented pPI
- Cost.

a wider area should be applied. For the presented case

study it can be presumed that the applied constraints
of the training signal are widespread enough to cover
the majority of the working space of the production

process. Consequently, it can be concluded that input
R4 is not suitable for Cost minimisation.

In the final step, the contribution of each manipula-
tive input on Cost minimisation is verified. The inputs

are sequentially fixed to the mean of their optimal val-
ues, calculated from the Cost minimisation step, and
again the minimal Cost space is examined with the

manipulation of the remaining inputs. The difference
of the optimal achievable spaces, where all inputs are
used and when one input is set constant, are depicted in

Figure 7. Also here, the input R4 is recognised as hav-
ing almost no Cost minimisation effect. On the other
hand, the manipulative effects of the inputs R7 and R9

are expected to be more significant, especially in the
area of low Quality and high Production values.

Note, that results for inputs Fp and r2 are not
shown, as excluding these inputs from the control

caused the Production-Quality output space to be un-
reachable. This is due their strong manipulation effect
on the set-point controlled pPIs, which could already

be acknowledged from the IVS routine (see Fig. 3).

4.4.3 Comments on the final input subset selection

Based on the controllability analysis, the tested inputs

were seen to have sufficient manipulative effects to cover
the desired outputs space of setpoint-controlled pPIs.
Using the IVS methodology, several inputs were recog-

nised as inputs with a strong influence on the Cost pPI.
But for minimisation-oriented pPIs, it is crucial that
these inputs have an important effect on the direction

of pPIs minimisation. The controllability analysis of the
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Table 7: Saturation of the manipulative variables for minimised Costs.

Fp R4 R7 R9 r2

lower bound 9.17 % 94.80 % 1.22 % 3.96 % 0.31 %
upper bound 5.50 % 2.14 % 5.81 % 24.46 % 1.83 %

(a) R4 is fixed: δYR4

mCost (b) R7 is fixed: δYR7

mCost (c) R9 is fixed: δYR9

mCost

Fig. 7: Cost minimisation with fixed inputs.

minimisation-oriented pPI showed that the manipula-
tive variable R4, previously identified as influential, has
no direct influence on Cost minimisation over differ-

ent production modes. As the manipulative effects of
R4 on Cost minimisation is completely limited by un-
derlying constraints, it should be fixed at its optimal

value – the lower boundary. But if it is expected that its
value changes during the process operation, R4 should
be included in the production model as a measurable

disturbance, since this input still incorporates valuable
information for Cost prediction.

4.4.4 Evaluation of the controllability results

The predicted output space of setpoint-controlled pPIs

can be further evaluated using the results published in
the literature. Ricker [37] determined optimal steady-
state conditions for all six operating modes. Moreover,

the maximal Production output space was also explored
with the controllability analysis published by Subrama-
nian and Georgakis [48]. If these results are compared

to the output space obtained by the proposed approach
(see Fig. 5), it can be seen that the output space is not
correctly identified in the area around modes 4–6. The

points marked with * in fig. 5 represent the maximal
production rates for these modes (as defined in Tab.
1). Therefore, the exact AOS borderline should inter-

sect the points for modes 4-6 in Fig. 5. One of the rea-
sons for this inconsistency is the fact that a simplified
pPI model was used, whereby internal production states

are neglected. And as was shown by Subramanian and

Georgakis [48], and also Ricker [37], the true physical
limitations of the production rate for these modes rep-
resent the internal capacity limits of the feed streams

E and D. However, our primary focus in the presented
analysis is the selection of the manipulative variables
and the evaluation of their limits. Therefore, satura-

tion of the internal states and the required changes to
the process design are not our concern at this point,
rather only the appropriateness of the inputs is being

evaluated.

To evaluate the resulting achievable output space
of Cost, a comparison with the optimal steady states
reported by Ricker [37] is made in Tab. 8. The predic-

tions of the pPI model, manipulated with only five in-
put variables, are close to the optimal values published
by Ricker [37]. From this comparison it can be acknowl-

edged that the predictions obtained on the basis of the
simple pPI model have a similar tendency to the results
from the more detailed analysis, which is crucial when

the lower Cost boundary is being analysed.

Ricker [37] also showed that lower R4 directly yields
smaller overall Costs over different production modes.

This finding directly supports our conclusions that the
manipulative variable R4 is inappropriate for Cost con-
trol.

5 Conclusion

To reduce control complexity of model-based produc-

tion control and optimisation, only inputs with the
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Table 8: Optimal Cost values for all six operating
modes.

Mode Cost [$/h] (Ricker) Cost [$/h] (HPC contr.)

1 114.31 116.02
2 181.09 174.01
3 43.93 45.12
4 243.92 224.49
5 194.59 190.46
6 49.23 51.03

strongest influence on production performance should
be employed. Due to the extensive number of input can-
didates and a limited insight into the process, it is vital

to point out the most relevant parameters, the impor-
tance of which could be unknown to process managers.
A detailed analysis of historical process data is needed

to extract knowledge about the relationships between
process variables. For this purpose a combination of the
IVS methodology and data-based controllability analy-

sis has been presented.

None of the tested IVS methods stood out for all of

the applied experiments. Therefore, it is suggested that
a final selection of the important manipulative variables
needs to be made with due consideration of the results

from different IVS methods. A case study of the TE pro-
cess has demonstrated how to combine scores from dif-
ferent IVS methods. By taking into account the scores

from different methods, the IVS results could be vali-
dated, while the concurrence among the methods gave
us an additional assurance to identify a specific input

as relevant.

But even if the selected inputs have a strong influ-
ence on the controlled production variable, it is still
possible that the physical limitations of the manipula-

tive variable could severely limit control performance.
Operating-space-based controllability analysis of the se-
lected inputs is discussed in order to gain some ad-

ditional information of their manipulative importance.
In contrast to more complex controllability measures,
which employ detailed first-principles models, the only

option for our problem is to use an empirical model.
Consequentially, the results should be considered as a
supplementary insight into the process when consider-

ing the selection of manipulative variables or even as
the verification or examination of the model’s knowl-
edge, which will be applied for model-based control.

The practical use of such controllability analysis on
the TE case study has shown that it is possible to gain

some useful insight into the process. An informative
input was recognised as an input with almost no ma-
nipulative effect when its working boundaries were con-

sidered. On the other hand, the analysis is severely lim-

ited by the model’s validity and, if the controllability

analysis is further extended to more realistic problems,
the optimisation complexity is expected to be enlarged.
Moreover, a comparison of the spaces for several con-

trolled variables should be performed with the control-
lability index as shown in Subramanian and Georgakis
[48], where geometrical intersections of the spaces are

considered.
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